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**Manual de usuario**

Las matrices utilizadas tienen la siguiente forma:

* X – ejemplos (n x m) (features x número de ejemplos)
* Y - resultados (1 x m) (un resultado por cada ejemplo)
* W – pesos (n x 1) (features x 1)
* Z = W.T\*X

Para hacer uso del programa, es necesario primero entrenar el sistema con la función **bpnUnaNeurona**  y posteriormente se pueden usar los pesos para hacer una predicción en otro ejemplo.

Hay una función extra que lee los datos en la forma X = (ejemplos x features). Se puede hacer uso de ella y basta con sacar su transpuesta para utilizarla en las funciones.

* **La descripción técnica se encuentra en los comentarios del código.**